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#### Abstract

In this paper we propose a new key predistribution scheme for wireless sensor networks in which the sensors are arranged in a square grid. We describe how Costas arrays can be used for key predistribution in these networks, then define distinct difference configurations, a more general structure that provides a flexible choice of parameters in such schemes. We give examples of distinct difference configurations with good properties for key distribution, and demonstrate that the resulting schemes provide more efficient key predistribution on square grid networks than other schemes appearing in the literature. Keywords: wireless sensor networks, key predistribution, costas arrays.


## 1 Introduction

Wireless sensors are small, battery-powered devices with the ability to take measurements of quantities such as temperature or pressure, and to engage in wireless communication. When a collection of sensors is deployed the sensors can communicate with each other and thus form an ad hoc network, known as a wireless sensor network (WSN), in order to facilitate the transmission and manipulation of data by the sensors. Such networks have a wide range of potential applications, including wildlife monitoring or pollution detection (see Römer and Mattern [33] for some examples of how they have been used in practice).

For many applications it is desirable to encrypt communications within the network, since wireless communication is highly vulnerable to interception. The limited memory and battery power of sensors means that for many purposes symmetric techniques are preferred to more computationally intensive public

[^0]key operations. Thus sensors must share secret keys, in order to provide authentication, confidentiality, or data integrity. One method for enabling this is for the sensors' keys to be preloaded prior to deployment. This technique is known as key predistribution.

Much of the literature on key predistribution in wireless sensor networks deals with the case where the physical topology of the network is completely unknown prior to deployment $[3-7,9,10,12,13,18,19,21-24,26,28-31,35]$. In practice, however, many sensor network applications involve networks for which there is some degree of control (indeed, often complete control) over the sensors' locations. Key predistribution is particularly effective in such networks, as the location knowledge can be harnessed to develop more efficient schemes. For instance, it may be possible to reduce the number of keys shared by pairs of nodes that cannot physically communicate. Not only does this reduce the amount of keying material that must be stored, but it improves the resiliency of the network: an adversary learns fewer keys when capturing a given number of nodes, and those keys it does learn tend to be shared only by nodes in a restricted neighbourhood of those captured nodes. Also, a priori knowledge of location reduces the need for nodes to undergo location discovery or neighbour discovery; this may reduce or even eliminate any communication overheads in the key setup process, particularly in the case where there is some regularity or symmetry to the sensors' distribution.

While there are several examples of location-based schemes appearing in the literature $[8-11,17,20,25,34]$, in the majority of cases the networks consist of randomly distributed nodes whose approximate location is known. In [27], Martin and Paterson give an indication of the types of networks that have been considered in the WSN key predistribution literature, and suggest that there is considerable scope for the development of schemes suited to specific network topologies, in situations where the topology is known before sensor deployment.

In this paper we consider the particular case of a network where the sensors are arranged in a square grid. There are many potential applications in which such a pattern may be useful: monitoring vines in a vineyard or trees in a commercial plantation or reforestation project, studying traffic or pollution levels on city streets, measuring humidity and temperature at regular intervals on library shelves, performing acoustic testing at each of the seats in a theatre, monitoring goods in a warehouse, indeed any application where the objects being studied are naturally distributed in a grid. For purposes of commercial confidentiality or for protecting the integrity of scientific data it is necessary to secure communication between sensors, and thus it is important to have efficient methods of distributing keying material in such networks. The goal of this paper is to provide some practical key predistribution schemes designed specifically for square grids. We show that the highly structured topology of these networks can be exploited to develop schemes that perform significantly better for this application than more general techniques, such as those of Eschenauer and Gligor [13]. Our schemes are designed for homogeneous networks in which all sensors have the same capabilities. We assume the nodes have no access to an external trusted
authority (such as a base station) for the purposes of establishing keys once they have been deployed. We assume that the location of each node within the grid is known prior to deployment, and consider the problem of establishing pairwise keys between nodes within communication distance of one another. This setting can be described in the language of [27] as that of a locally 2-complete scheme for a network with fixed sensors and full location control.

In the following section, we discuss the desirable properties for key predistribution schemes based on square grids. In Sect. 4 we describe a key predistribution scheme based on Costas arrays, and we introduce the concept of distinctdifference configurations and use them to generalise our scheme. In Sect. 5 we discuss certain important properties of KPSs, and in Sect. 6 we compare the behaviour of our schemes to that of several schemes from the literature. We show that our schemes outperform these previously studied schemes under our network model.

## 2 The Network Model

We say that a wireless sensor network is grid based if it consists of a (potentially unbounded) number of identical sensors arranged in a square grid.

If each sensor has a maximum transmission range $r$ then a sensor is able to communicate directly with all nodes within the circle of radius $r$ that surrounds it. (We say that two squares occur at distance $r$ if the Euclidean distance between the centres of the squares is $r$.) Without loss of generality we can scale our unit of distance so that adjacent nodes in the grid are at distance 1 from each other; we will adopt this convention throughout this paper as it removes unnecessary complications from our discussions.

We refer to nodes within the circle of radius $r$ centred at some node $\Psi$ as $r$-neighbours of $\Psi$. For most applications it is useful for any two neighbouring nodes in a sensor network to be able communicate securely. In designing a KPS, however, we are restricted by the limited storage capacity of the sensors: if a node has many neighbours, it may be unable to store enough keys to share a distinct key with each neighbour. We would like to design key predistribution schemes in which each node shares a key with as many of its $r$-neighbours as possible, while taking storage constraints into account. (Note that we only require keys to be shared by nodes that are $r$-neighbours, in contrast to a randomly distributed sensor network which potentially requires all pairs of nodes to share keys.) One way of achieving this is for each key to be shared by several different nodes; however, it is necessary to restrict the extent to which each key is shared, to protect the network against key compromise through node capture.

In Sect. 4 we propose a construction for KPSs that seek to balance the competing requirements discussed in this section. First, however, we describe a combinatorial structure that we will use in this construction.

## 3 Costas Arrays

Costas arrays were first introduced for use in the detection of sonar signals (see [16]), and have received much attention for this and other applications (an
extensive bibliography can be found at [32]). To the best of our knowledge, the KPS we propose in Sect. 4 represents the first time these structures have been used for key distribution. In this section we provide basic definitions and properties of these arrays, and briefly describe some known constructions.
Definition 1. A Costas array of order $n$ is an $n \times n$ matrix with the following properties:

- each position is either blank or contains a dot,
- each row and each column contains exactly one dot,
- all $n(n-1)$ vectors connecting pairs of dots are distinct as vectors (any two vectors are different in either length or direction).
Example 1.


## H

This is an example of a Costas array of order 3. It is easily seen that the six vectors connecting pairs of dots are distinct.
The application of Costas arrays in sonar or radar relies on the fact that if a translation is applied to a copy of a Costas array then at most one dot of the translated array coincides with a dot of the original array, unless the two are exactly superimposed. It is this property that motivates our use of Costas arrays in constructing KPSs. We formalise it as follows.
Lemma 1. Let $S=\left\{\mathbf{d}_{1}, \mathbf{d}_{2}, \ldots, \mathbf{d}_{n}\right\}$ be the set of positions of the dots in a Costas array $\mathcal{A}$. Suppose the array $\mathcal{A}$ is translated by a vector $\mathbf{v}$ in the lattice $\mathbb{Z}^{2}$ and let $S^{\prime}=\left\{\mathbf{d}_{1}+\mathbf{v}, \mathbf{d}_{2}+\mathbf{v}, \ldots, \mathbf{d}_{n}+\mathbf{v}\right\}$ be the set of positions of the dots in the translated array. Then if $\mathbf{v} \neq \mathbf{0}$, we have $\left|S \cap S^{\prime}\right| \leq 1$.

Proof. Suppose there exists a vector $\mathbf{v}$ and dot positions $\mathbf{d}_{i}, \mathbf{d}_{j}, \mathbf{d}_{k}, \mathbf{d}_{l}$ such that $\mathbf{d}_{i}=\mathbf{d}_{j}+\mathbf{v}$ and $\mathbf{d}_{k}=\mathbf{d}_{l}+\mathbf{v}$. Then $\mathbf{d}_{i}-\mathbf{d}_{k}=\mathbf{d}_{j}-\mathbf{d}_{l}$. As $\mathcal{A}$ is a Costas array, this implies that $\mathbf{d}_{i}=\mathbf{d}_{j}$ and $\mathbf{d}_{k}=\mathbf{d}_{l}$, and hence $\mathbf{v}=\mathbf{0}$.
Two main constructions for Costas arrays are known (see [14-16] for further discussion). Let $p$ be an odd prime. An integer $\alpha$ is a primitive root modulo $p$ if the powers $\alpha^{1}, \alpha^{2}, \ldots, \alpha^{p-1}$ are all distinct modulo $p$; such integers exist for all odd primes $p$.
The Welch Construction Let $\alpha$ be a primitive root modulo $p$ and let $\mathcal{A}$ be a $(p-1) \times(p-1)$ array. For $1 \leq i \leq p-1$ and $1 \leq j \leq p-1$ we put a dot in $\mathcal{A}(i, j)$ if and only if $\alpha^{i} \equiv j(\bmod p)$.
The Golomb Construction Let $q$ be a power of a prime and let $\alpha$ and $\beta$ be two primitive elements in $\operatorname{GF}(q)$, i.e. elements that generate the multiplicative group of $\operatorname{GF}(q)$. We define $\mathcal{A}$ to be a $(q-2) \times(q-2)$ array. For $1 \leq i \leq q-2$ and $1 \leq j \leq q-2$ we put a dot in $\mathcal{A}(i, j)$ if and only if $\alpha^{i}+\beta^{j}=1$. We remark that when $\alpha=\beta$ the construction is called the Lempel Construction.

There are several variants for these two constructions resulting in Costas arrays with orders slightly smaller (by $1,2,3$, or 4 ) than the orders of these two constructions.

## 4 Construction of Key Predistribution Schemes for Grid-Based Networks

In this section we provide basic definitions relating to key predistribution, and examine certain properties that must be considered when designing such schemes, before proposing constructions of KPSs that are specifically adapted to gridbased networks.

Let $\mathcal{K}$ be a finite set whose elements we refer to as keys (whether they be either actual secret keys, or quantities from which such keys may be derived). We consider a set $U$ of wireless sensors, each of which has sufficient memory to store $m$ keys; after deployment the nodes $U$ form a wireless sensor network $W$.

Definition 2. $A$ key predistribution scheme (KPS) for $W$ is a map $U \rightarrow \mathcal{K}^{m}$ that assigns up to $m$ keys from $\mathcal{K}$ to each node in $U$.

Each node stores the keys assigned to it in its memory prior to deployment. Once the nodes are deployed we have the following possible situations.

- Two nodes that share one or more common elements of $\mathcal{K}$ can use them to derive a common key.
- Two nodes that do not share a key may rely on an intermediate node with which they both share a key in order to communicate securely; this is referred to as a two-hop path.

If each $k \in \mathcal{K}$ is assigned to a set $S_{k} \subset U$ of at most $\alpha$ nodes we refer to the KPS as an $[m, \alpha]-K P S$. As mentioned in Sect. 2, one of the goals when designing an $[m, \alpha]$-KPS is to enable each node to communicate directly with as many nodes as possible, hence we would like to maximise the expected number of neighbouring nodes that share at least one key with a given $\Psi$. We note that when evaluating properties of a grid-based network in which the network does not extend infinitely in all directions, complications may arise due to nodes on the edge of the network having a reduced number of neighbours. This can be avoided by restricting attention to properties of nodes on the interior of the network (nodes $\Psi$ such that each grid position that is within range of $\Psi$ contains a node of the network). This is a reasonable restriction to make as it greatly simplifies analysis and comparison of KPSs, especially since for a grid-based network of any size the edge nodes will only represent a small proportion of the network.

Theorem 1. When an $[m, \alpha]-K P S$ is used to distribute keys to nodes in a square grid network, the expected number of r-neighbours of a node $\psi$ in the interior of the network that share at least one key with $\Psi$ is at most $m(\alpha-1)$. The value $m(\alpha-1)$ is achieved precisely when the following conditions are met.

1. Each interior node stores exactly $m$ keys, each of which are shared by exactly $\alpha$ nodes.
2. No pair of nodes shares two or more keys.
3. The distance between any two nodes sharing a key is at most $r$.

Proof. The maximum number of keys allocated to an interior node $\Psi$ by an $[m, \alpha]$-KPS is $m$; each of these keys is shared by at most $\alpha$ nodes (which may or may not be $r$-neighbours of $\Psi)$. Hence a given interior node shares keys with at most $\alpha-1$ of its $r$-neighbours, and this maximum value is achieved if and only if no two nodes share more than one key with $\Psi$, and every node with which $\Psi$ shares a key is an $r$-neighbour of $\Psi$. The result follows directly.

This result indicates that when distributing keys according to an $[m, \alpha]$-KPS, limiting the number of keys shared by each pair of nodes to at most one increases the number of pairs of neighbouring nodes that share keys, hence this is desirable from the point of view of efficiency. This restriction will be further exploited in the analysis of Sect. 5. In the following section we describe a method of constructing $[m, \alpha]$-KPSs with this property.

### 4.1 Key Predistribution Using Costas Arrays

We now propose a KPS for a grid-based network, in which the pattern of nodes that share a particular key is determined by a Costas array. The result is a $[n, n]$-KPS in which any two nodes have at most one key in common.
Construction 2. Let $\mathcal{A}$ be a $n \times n$ Costas array. We can use $\mathcal{A}$ to distribute keys from a keypool $\mathcal{K}$ to a set $U$ of nodes arranged in a grid-based network as follows.

- Arbitrarily choose one square of the grid to be the origin, and superimpose $\mathcal{A}$ on the grid, with its lower left-hand square over the origin. Select a key $k_{00}$ from $\mathcal{K}$, and distribute it to nodes occurring in squares coinciding with a dot of $\mathcal{A}$ (so nodes receive the key $k_{00}$ ).
- Similarly, for each square occurring at a position $(i, j)$ in the grid, we place the lower left-hand square of $\mathcal{A}$ over that square, then assign a key $k_{i j} \in \mathcal{K}$ to the squares that are now covered by dots of $\mathcal{A}$.

If the dots of the Costas array occur in squares $\left(0, a_{0}\right),\left(1, a_{1}\right), \ldots,\left(n-1, a_{n-1}\right)$ of the array then the above scheme associates a key $k_{i j}$ with the nodes in squares $\left(i, j+a_{0}\right),\left(i+1, j+a_{1}\right), \ldots,\left(i+n-1, j+a_{n-1}\right)$ (where such nodes exist). We observe that the deterministic nature of this key allocation, together with the structured topology of a square grid, means that nodes can simply store the coordinates in the grid of those nodes with which they share keys, thus obviating the need for a shared-key discovery process with ensuing communication overheads.

Example 2. Consider the $3 \times 3$ Costas array of Example 1. If we use this array for key distribution as described above, each node stores three keys. Figure 1 illustrates this key distribution: each square in the grid represents a node, and each symbol contained in a square represents a key possessed by that node. The central square stores keys marked by the letters $A, B$ and $C$; two further nodes share each of these keys, which are marked in bold. Letters in standard
type represent keys used to connect the central node to one of its neighbours via a two-hop path, other keys are marked in grey. Note that we have only illustrated some of the keys; the pattern of key sharing extends in a similar manner throughout the entire network.


Fig. 1. Key distribution using a $3 \times 3$ Costas array.

Theorem 3. The key predistribution scheme in Construction 2 has the following properties:

1. Each sensor is assigned $n$ different keys.
2. Each key is assigned to $n$ sensors.
3. Any two sensors have at most one key in common.
4. The distance between two sensors which have a common key is at most $\sqrt{2}(n-1)$.

## Proof.

1. There are $n$ dots in $\mathcal{A}$. For each dot in turn, if we position $\mathcal{A}$ so that $\operatorname{dot}$ lies over a given node $\Psi$, this determines a positioning of $\mathcal{A}$ for which the corresponding key is allocated to $\Psi$. Hence $\Psi$ stores $n$ keys in total.
2. A key $k_{i j}$ is assigned to $n$ positions in the square grid, namely those that coincide with the $n$ dots of a fixed shift of $\mathcal{A}$.
3. Suppose there exist two sensors $A$ and $B$ sharing (at least) two keys. These keys correspond to different translations of the array $\mathcal{A}$, hence there exist two translations of $\mathcal{A}$ in which dots occur at the positions of both $A$ and $B$. However, by Lemma 1, two copies of $\mathcal{A}$ coincide in at most one dot, thus contradicting the original assumption.
4. The two most distant sensors which have a key in common must correspond to two dots in the same translation of $\mathcal{A}$. The largest distance between two dots in $\mathcal{A}$ occurs if they are in two opposite corners of the array, i.e. at distance $\sqrt{2}(n-1)$.

Corollary 1. When the $[n, n]-K P S$ of Construction 2 is applied to a grid-based network then a node on the interior of the network shares keys with $n(n-1)$ other nodes, the maximum possible for $a[n, n]-K P S$.

### 4.2 Distinct-Difference Configurations in Key Predistribution

The proof of Part 3 of Theorem 3 relies on the property that the vectors connecting pairs of dots in a Costas array are pairwise distinct. We do not, however, make use of the requirement that each row and column have exactly one dot. This suggests that we can relax this condition in order to explore other structures for use in key predistribution. This leads us to the following definition.

Definition 3. A distinct-difference configuration $D D(m, r)$ consists of a set of $m$ dots placed in a square grid such that

- any two of the dots in the configuration are at distance at most $r$ apart,
- all $m(m-1)$ differences between pairs of dots are distinct as vectors (any two vectors differ either in length or direction).

A Costas array is an example of a $\mathrm{DD}(n, r)$, for some $r \leq \sqrt{2}(n-1)$. Like Costas arrays, a $\mathrm{DD}(m, r)$ can be used for key predistribution:

Construction 4. For a given $D D(m, r)$ we distribute keys as in Construction 2, using the $D D(m, r)$ in place of a Costas array.

Theorem 5. If a $D D(m, r)$ is used for key predistribution as described in Construction 4 the resulting KPS has the following properties:

1. Each sensor is assigned $m$ different keys.
2. Each key is assigned to $m$ sensors.
3. Any two sensors have at most one key in common.
4. The distance between two sensors which have a common key is at most $r$.

Proof. As in the case of the Costas arrays, the fact that differences between pairs of dots are distinct imply that two nodes share at most one key. The limit on the distance between nodes sharing keys are a distance of at most $r$ apart follows directly from the restriction on the distances between dots in the $\mathrm{DD}(m, r)$.

Example 3.

This is an example of a $\mathrm{DD}(3,2)$. If used in a KPS each node stores 3 keys. Figure 2 illustrates (part of) the pattern of key sharing that results. As in Fig. 1, each square in the grid represents a node, and each letter represents a key possessed by that node. This key distribution has an advantage over that of Example 2 in that each node still shares keys with six other nodes, but these nodes are all 2-neighbours, rather than 3-neighbours.

This construction provides $[m, m]$-KPSs in which interior nodes share keys with an optimal number $m(m-1)$ of neighbouring nodes. We have greater flexibility than Construction 3.5 because we consider a more general class of configurations. So we are better able to choose a configuration whose properties match the application requirements. The use of a $\mathrm{DD}(m, r)$ enables the construction of


Fig. 2. Key predistribution using a $\mathrm{DD}(3,2)$
a KPS suitable for the specific radius $r$ and maximum storage $m$ of a given network ${ }^{3}$, whereas in the case of Costas arrays the number of dots and the maximal distance between them are directly linked.

We have noted that the use of a $\mathrm{DD}(m, r)$ maximises the number of $r$ neighbours that share keys with a given node. Additionally, it is desirable to maximise the number of $r$-neighbours that can communicate securely with a given node $\Psi$ via a one-hop or two-hop path. We refer to this quantity as the twohop $r$-coverage of a KPS. In the case of our scheme based on distinct-difference configurations we refer to the two-hop $r$-coverage of a $\mathrm{DD}(m, r)$ to indicate the two-hop $r$-coverage obtained by a KPS constructed from that configuration. Table 1 shows the maximum possible values for the two-hop $r$-coverage

Table 1. The maximum two-hop $r$-coverage of a $\operatorname{DD}(m, r)$

| $m \backslash r$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 |
| 3 | - | 12 | 18 | 18 | 18 | 18 | 18 | 18 | 18 | 18 | 18 | 18 |
| 4 | - | - | 28 | 46 | 54 | 54 | 54 | 54 | 54 | 54 | 54 | 54 |
| 5 | - | - | 28 | 48 | 80 | 102 | 118 | 126 | 130 | 130 | 130 | 130 |
| 6 | - | - | - | 48 | 80 | 112 | 148 | 184 | 222 | 240 | 254 | 262 |
| 7 | - | - | - | - | 80 | 112 | 148 | 196 | 252 | 302 | 346 | 374 |
| 8 | - | - | - | - | - | 112 | 148 | 196 | 252 | 316 | 376 | $\geq 432$ |
| 9 | - | - | - | - | - | - | 148 | 196 | 252 | 316 | 376 | 440 |
| 10 | - | - | - | - | - | - | - | 196 | 252 | 316 | 376 | 440 |
| 11 | - | - | - | - | - | - | - | - | 252 | 316 | 376 | 440 |
| 12 | - | - | - | - | - | - | - | - | - | 316 | 376 | 440 |

of a $\mathrm{DD}(m, r)$ for $r=1,2, \ldots, 12$. The empty positions in the table represent combinations of $m$ and $r$ for which no $\mathrm{DD}(m, r)$ exists. In Fig. 3 we illustrate $\mathrm{DD}(m, r)$ achieving the maximal two-hop $r$-coverage values shown in Table 1, for those cases where the corresponding two-hop $r$-coverage cannot be obtained

[^1]by a configuration with smaller $m$ (without increasing $r$ ) or smaller $r$ (without increasing $m$ ). (For a given radius $r$ the number of two-hop $r$-neighbours is evidently bounded by the total number of $r$-neighbours; these totals correspond to the numbers in bold in Fig. 3. Similarly, for a given $m$ there is a maximum number of two-hop $r$-neighbours that can be achieved by a $\mathrm{DD}(m, r)$; these values appear in italics. Both trends are apparent in Table 1.) In the case of $m=8, r=12$ the best known two-hop $r$-coverage is 432 .


Fig. 3. Distinct-difference configurations with maximal two-hop $r$-coverage $\gamma$. The labels indicate the corresponding $m: r: \gamma$. The value of $\gamma$ is given in bold if it is the maximum possible for the given $r$, and in italics if it is the maximum given $m$.

## 5 Evaluation of Key Predistribution Schemes for Grid-Based Networks

In Sect. 4 we indicated some desirable properties of key predistribution schemes in order to motivate our constructions. We now provide a wider analysis of the properties of these schemes. There are no standard metrics for evaluating KPSs, as desirable properties depend on the particular application environment; authors tend to devise their own metrics for evaluating the schemes they propose. Nevertheless the basic goals of these schemes remain the same: it is beneficial to restrict the amount of storage and communication overheads required, while maximising the number of secure communication links between nodes, even in the case when nodes are subject to adversarial compromise. In this section we consider each of these aspects, in the context of grid-based networks, and define the precise quantities we use in Sect. 6 to compare our schemes with previous schemes.

Storage There is no established consensus on the number of symmetric keys that a sensor can feasibly store in practice. Estimations in the literature range from "perhaps $30-50$ " [23] to more than 200 [6]. As sensor technology improves, the amount of memory available is increasing. However, there is

Table 2. A comparison of key predistribution schemes for a $100 \times 100$ grid-based network. (Entries represent the mean over 10000 trials, with the sample standard deviation given in brackets.)

| Scheme | $\mathbf{m}$ | $\boldsymbol{\alpha}$ | One-hop | Two-hop | Resilience | L. Resilience |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Costas | 8 | 8 | 56 | 366 | 331 | $(86)$ | 59 | $(53)$ |
| DD $(8,11)$ | 8 | 8 | 56 | 376 | 336 | $(86)$ | 59 | $(53)$ |
| Liu \& Ning | 8 | 2 | 8 | 24 | 23.87 | $(1.48)$ | 20.3 | $(7.0)$ |
| Eschenauer \& Gligor | 8 | $\approx 200$ | $56.2(7.0)$ | 370.0 | $(3.8)$ | 36 | $(38)$ | 36 |
| Ito et al. | 8 | $\approx 8$ | $36.2(6.4)$ | $319.6(20.1)$ | 259 | $(97)$ | 52 | $(47)$ |

always a tradeoff between the amount of memory used for cryptographic purposes and the amount available for the rest of the sensor's functionality. Also, the development of smaller, less power-hungry sensors will continue to place limits on memory capacity in the future. It is common for the storage requirement to be a parameter of a KPS, and for other properties to be described in terms of this parameter. When choosing parameters for the schemes we compare in Sect. 6, we fix an upper bound for the storage and consider only schemes whose storage requirements do not exceed this bound.
Cost of shared key discovery The deterministic nature of our scheme means that no communication is required either for neighbour discovery, or for shared key discovery.
One-hop and two-hop coverage As discussed in Sect. 4, our schemes ensure nodes have the maximum number $m(m-1)$ of one-hop $r$-neighbours that is possible for a $[m, m]$-KPS. Thus the number of secure communication links is maximised by choosing $m$ to be as large as possible. Note that there are two factors constraining the size of $m$ : the memory capacity of nodes, and the combinatorial limits on the size of $m$ for a fixed value of $r$. In order to assess the connectivity of a scheme, it is also desirable to take into account the two-hop $r$-coverage. Table 1 illustrates that if the storage $m$ is sufficient, it is possible to find distinct difference configurations for use in Construction 4 that ensure that every node on the interior of the network can communicate with each of its $r$-neighbours by either a one-hop or a two-hop path.
Resilience Informally speaking, the resilience of a KPS is the extent to which secure communication can be maintained within the network when an adversary compromises a certain number of nodes and extracts the keys that they store. In Sect. 6 we will measure the resilience of a scheme by the expected number of $r$-neighbours of a node $\Psi$ that can still communicate securely (i.e. by using keys unknown to the adversary) with $\Psi$ by either a one-hop or two-hop path, after a fixed number of nodes have been compromised. We will consider both the case in which the compromised nodes are chosen uniformly throughout the network, and the case where the nodes are drawn uniformly from the $r$-neighbourhood of $\Psi$ (we assume that $\Psi$ itself is not compromised.) We refer to the quantity arising from the latter case as the local resilience.

## 6 Concrete Comparison of Existing Schemes

In order to illustrate the performance of the KPSs proposed in this paper we select some concrete values for the network parameters, which allows us to compare the performance of our schemes explicitly with other schemes appearing in the literature. Our schemes are shown to perform better than previously known schemes in our network model. We will consider a grid-based network with 10000 nodes arranged in a square, in which each node can store up to 8 keys and has a communication range $r=11$. The results of our analysis of several schemes are summarised in Table 2. For each scheme we are interested in the values of $m$, $\alpha$ and the expected number of one-hop 11-neighbours (One-hop) and two-hop 11-neighbours (Two-hop). We also measure the number of a node's two-hop links that remain secure after an adversary compromises five nodes, either uniformly throughout the network (Resilience), or uniformly from among that node's 11neighbours (L. Resilience). These values for each scheme are displayed in Table 2, and represent the mean value over 10000 randomly generated instances. The corresponding sample standard deviation is given in brackets. In each case the parameters for the schemes have been chosen so that the storage requirement is at most 8 keys, and so that all schemes have (where possible) a similar number of one-hop 11-neighbours. We now give a brief description of the schemes we are considering, as well as an explanation of the parameter choices involved.

Construction 4 The 11-neighbourhood of a node contains 376 other nodes. If the storage limit is 8 , then Construction 4 results in a KPS in which each node has 56 one-hop neighbours. Using the $\operatorname{DD}(8,11)$ shown in Fig. 3 means that all 376 11-neighbours of a given node can communicate with that node via a one-hop or two-hop path.
Construction 2 This construction also results in nodes having 56 one-hop neighbours, however the best two-hop 11-coverage that results from an $8 \times 8$ Costas array is 366 , achieved by the following array.


Eschenauer and Gligor [13] In Eschenauer and Gligor's KPS, each node is assigned $m$ keys drawn uniformly without replacement from a key pool of a fixed size. By taking $m=8$ and a keypool of size 400 for this network we obtain a KPS in which the number of one and two-hop 11-neighbours is similar to that of our schemes.
Liu and Ning [25] Liu and Ning's 'closest pairwise scheme' is a location-based scheme in which each node shares keys with its $c$ closest neighbours. Since we are working with a square grid, we can consider a scheme in which each node shares pairwise keys with the 8 nodes surrounding it.
Ito, Ohta, Matsuda and Yoneda [20] The scheme of Ito et al. is a locationbased, probabilistic scheme. They propose associating keys with points in the target area, then for each node they randomly choose $m$ points that are expected to lie within its communication range after deployment, and
assign the corresponding keys to that node. To deploy this scheme in our grid-based network we associate a key with each grid point, then for each node randomly choose 8 points within distance 11 of that node.
Other location based schemes Most of the location-based KPSs in the literature do not assume a precise knowledge of sensor locations, but instead divide the target area into regions (square, rectangular, hexagonal and triangular regions have all been proposed) and suppose that the region in which each sensor will be deployed is known a priori. Schemes such as those in $[9$, $10,17,34,25]$ involve all nodes in each region being given shares in a threshold key establishment scheme such as those of $[1,2]$ with nodes receiving shares corresponding to each of the neighbouring regions. The storage constraints of the specific network environment we are considering mean that most of these scheme either cannot be employed, or else could only be employed with such low thresholds as to severely compromised their resilience.
The scheme of Du, Deng, Han, Chen and Varshney [11] similarly divides the target area into regions, and then modifies Eschenauer and Gligor's basic scheme by letting the pool from which nodes draw keys depend on the region in which they are to be deployed. However, Ito et al. argue that this does not provide sufficient granularity [20], as a rectangular region does not adequately model the circle throughout which a node is supposed to be able to communicate.

In Table 2 we compare our Costas array and $\operatorname{DD}(8,11)$ schemes, Liu and Ning's closest pairwise scheme, Eschenauer and Gligor's scheme, and the scheme of Ito et al. for the choices of parameters discussed above. This data highlights several differences in the behaviour of the various schemes in this environment; in particular we note the following.

The local resilience of Eschenauer and Gligor's scheme is less than that of our schemes, and the resilience is substantially less (as their scheme does not take account of the nodes' locations, the resilience matches the local resilience). This is essentially due to the large value of $\alpha$ that is required in order for their scheme to give adequate one-hop or two-hop coverage. The use of location knowledge in the scheme of Ito et al. results in an improvement in resilience, although it is still significantly less than that of our schemes, and the one-hop and two-hop coverage is lower too. A change of parameters could increase the coverage, but at the cost of increasing $\alpha$, so that any increase in resilience would be curtailed. Furthermore, even though [20] is location based, the fact that its key distribution is probabilistic means that it incurs the same shared-key-discovery cost as [13], whereas our deterministic schemes involve no key-discovery overheads.

The coverage of Liu and Ning's scheme is very low. The resilience is high in proportion to the coverage, in that most of the links are expected to remain unaffected after node compromise. However since the number of links existing prior to node compromise is small, then in absolute terms the resilience and local resilience are even lower than that of [13].

Thus we see that both Construction 2 and Construction 4 yield KPSs that provide good one-hop and two-hop coverage in grid-based networks with re-
stricted storage, and that the resulting KPSs are demonstrably more resilient in the fact of node compromise than previously proposed schemes. They therefore represent a good solution whenever a very lightweight yet resilient KPS is required for a grid-based network.
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